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ABSTRACT
Not a day appears to go by without breaking news of some Artificial
Intelligence (AI) advance that seemingly has the potential to trans-
form our lives. As recordkeeping professionals, we can very well ask,
‘What about us?’ Where is the AI or automation to help us with our
classification, appraisal and disposal work? If we are to meet the
challenges of managing records in the digital age, such technology
– together with appropriate skills and knowledge –will be necessary.
How can AI automate our digital recordkeeping and archive work? In
this article, the authors provide a snapshot of the practice of AI in
Australian recordkeeping. What is the reality versus the hype of such
technology, andwhat is actually being done now? In answering these
questions, they first provide a brief introduction into AI techniques
and their characteristics in relation to recordkeeping work. They then
introduce four case studies from Australian archival and government
institutions that have embarked on AI initiatives. In each case, they
provide an overview of the project in terms of requirements, activities
to date, outcomes and futures. The article concludes with a discus-
sion of the lessons learnt, issues and implications of AI in the archive.

Introduction

Not a day appears to go by without breaking news of some Artificial Intelligence (AI)
advance or, at least, automation product that seemingly has the potential to transform
our lives. From face recognition in our phone cameras, to the promise of self-driving
cars, to the voice-enabled assistants in our homes, there are AI assistants for all of our
everyday needs. Equally pervasive are those inscrutable engines that attempt to predict
and control our next purchase or second-guess our information needs; filtering the
various streams and feeds that make up our infotainment and advertising networks.
Our business lives are also similarly enhanced, for example, with email systems that
recognise and divert spam, advise us of possible recipients and prompt for suggested
calendar entries based on email conversations. We also hear about breakthroughs in
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various types of knowledge work: for example, in medical diagnoses, language transla-
tion, image processing, scenario analysis (including game playing) and intelligence
gathering. We are surely entering a golden age of AI-assisted automation in all facets
of our lives.1

As recordkeeping professionals, we can very well ask, ‘What about us?’ Where is the
AI or automation that can help us with our classification, appraisal and disposal work?
If AI can help us drive our cars, diagnose our diseases and filter our personal informa-
tion needs, surely we should be able to harness such technologies to address the routine
aspects of our work and attack our growing backlogs, if not re-figure our discipline, in
line with the realities of digital recordkeeping. Arguably, if we are to meet the chal-
lenges of managing records in the digital age,2 such technological aids – together with
the skills and knowledge required to wield them – will be necessary.3

Today’s information environments have become a ‘wild frontier’;4 decentralised and
fractured, and subject to pressures that include increasing data volumes, reliance on
commercial and proprietary systems, and evolving forms of records and formats.5 For
example, a recent National Archives UK review found that while 30% of agencies held
digital records within an Electronic Document and Records Management System
(EDRMS), there is generally no active retention/disposal function. The report also
highlighted that emails are inconsistently managed. Only 10% of agencies are appraising
and capturing their social media content, and shared drives are used to store high
volumes of data – ‘for every TB of information held in an EDRMS, there are approxi-
mately 10TB of data in shared drives’.6 Faced with taming this ever-expanding and
increasingly ‘wild frontier’, institutions are faced with the prospect of simply storing
this overwhelming volume of digital information in the hope that ‘innovative techni-
ques for mining, recovering, and reusing digital materials and their traces’ may even-
tually be found to separate out the good oil of meaningful records from vast quantities
of information sludge.7

The ongoing decrease in storage costs is often compared to the cost of manual effort
in forming intellectual boundaries around records and determining value in the com-
plex digital realm. Shifting today’s problems to an idealised future is, however a false
economy. Instead, there is an imperative to move from passive service provision to
proactive systems design and monitoring in order to intervene at ‘risk points of design,
migration, and decommissioning’ for digital records.8 Put simply, without appropriate
attention (and suitable technological aids), we will drown in the sludge.9

So, what technologies are available now, or in the near future, to automate this
digital recordkeeping and archive work? In this article we look beyond digital forensics
or even general systems management tools (for example, as described by William P
Vinh-Doyle,10 Anthony Cocciolo,11 Victoria Sloyan12 or Ross Spencer13) that may form
some building blocks of automated pipelines. Instead, we will attempt to provide a
point-in-time snapshot of the research, literature and practice of AI in recordkeeping to
aid in the evaluation and selection of AI solutions. What is the reality versus the hype of
such technology, and what is actually being done now? While we are patently a long
way from Blade Runner-style ‘Replicant’ recordkeepers, is AI for recordkeeping all talk,
or is there substance behind the hype?

The rest of this article is organised as follows. We will first provide a brief introduc-
tion to the nature of AI techniques and their characteristics in relation to recordkeeping
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work. We will then provide overviews of a small number of contemporary AI-related
projects that are taking place in Australian institutions. Finally, we will conclude with
some speculation about the short- and longer-term prognoses for the use of AI
technologies in recordkeeping work.

But first, what do we mean by the term AI and what affordances does it bring to our
mission?

Forms of AI: from expert systems to deep learning

Artificial intelligence has evolved since the earliest days of computing (and, in fact, from
earlier, if one takes a broader view of technologies that help automate human knowledge
work)14 but, due to its ever-shifting nature, it defies easy definition. Part of the problem is
that as ‘people become accustomed to this technology, it stops being considered AI, and
newer technology emerges’.15 This constant churn means that, in one sense, AI ‘ends up
being viewed as those things which the AI people are doing’.16 For the purposes of this
article, we understand AI as involving digital systems that automate or assist in ‘activities
that we associate with human thinking, activities such as decision-making, problem solving,
learning, [and] creating’.17 In fact, we take the broad view that AI manifests ‘on a multi-
dimensional spectrum [comprising] scale, speed, degree of autonomy, and generality’ –
thus encompassing a range of automation techniques and technologies.18

Additionally, like many technology domains, the AI space has its fair share of jargon:
expert systems, rule engines, machine learning, deep learning, neural networks – the list
goes on. Moreover, confusion about the status or efficacy of these technologies is exacer-
bated by the succession of hype cycles,19 with peaks and troughs of interest (and therefore
research funding, development and application) as various techniques and technologies fall
in and out of favour and are rediscovered.20 In this section, we will try to put these
technologies and techniques in perspective for knowledge work such as recordkeeping.
One way of doing this is through consideration of domain expertise, and the degree and
manner in which this knowledge is embodied in an automated system. Such a taxonomy
encompasses rule-based systems, statistical model, and deep learning systems. While this is
a useful taxonomy for understanding various AI techniques, it should be noted that real
world implementations might comprise one of more of these techniques, in various hybrid
combinations. The following is therefore a brief and simplified account.

Rule-based systems

At its core, a rule-based system involves the externalisation of domain expert knowledge
into a working system that can apply this knowledge to future cases.21 Rule-based
systems are sometimes called expert systems as they rely on the elicitation and articula-
tion of domain expertise. For example, an early illustration of automated electronic
communications appraisal employed an expert system that embodied the appraisal
expertise of a number of archival domain experts.22

Rules can be simple ‘If this, then do that’ procedural statements that may be run
algorithmically when presented with new input data. In fact, a set of document search
terms (where the implicit ‘do that’ is ‘apply to search results’) may be considered the
trivial case of this, particularly if such a search is saved and routinely used to filter
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results. More complex systems can comprise sets of declarative statements comprising
facts and formal rules termed a knowledge base. Such a knowledge base can then be
applied to the additional (if provisional) facts of new input cases via an inference engine
to arrive at decisions or outputs based on the new facts.23

One characteristic of rule-based systems is that inspection of their internal proces-
sing is straightforward. If a decision or output is questioned or determined to be
incorrect, the application of rules and facts can be traced for a given input. If found
to be erroneous, the knowledge base can then be amended if necessary. This capability
aids in the development and debugging of systems as well as the post-hoc justification
of processing outcomes.

However, rule-based systems can be brittle, tending to ‘fail badly for problems even
slightly outside their area of expertise and in unforeseen situations’.24 If circumstances
change, then rules and/or facts in a knowledge base need to be revised or rewritten. As this
is done by domain experts together with those skilled in the expert system, adapting a rules
engine developed in one context to another can be a time-consuming and expensive
exercise. Part of the reason for this brittleness is that rule-based systems do not typically
learn per se – even if the additional facts and inference outputs are added to the knowledge
base. For this reason, the focus in AI has swung from mechanisms for formalising knowl-
edge to various techniques of machine learning,25 including statistical models and deep
learning networks. Nonetheless, rule-based expert systems are employed today, albeit in
well-defined procedural and/or slowly changing environments.

Statistical models

Rather than hard-coding rules that express domain expertise, an alternative approach is
to identify patterns in input data and their mapping to desired outputs.26 Given a
sufficient number of high-quality samples, a statistical relationship between inputs and
outputs can then be developed; and this statistical model may then be applied to new
inputs. The representation of inputs in a manner suitable for statistical analysis under-
pins machine-learning design; each piece of information identified from an input is
known as a feature and a set of features is known as a feature vector. The choice of
representation and selection of features is a key task in developing machine-learning
algorithms. For example, in image processing, features are likely to be the character-
istics of individual or groupings of pixels (colour, brightness and so on, or, at a higher
level of granularity, edges and shapes and so on). In document analysis, features may
comprise the existence and relative locations of particular words, phrases or other
grammatical elements as well as metadata clues. In medical diagnosis, features may
comprise the existence or not of symptoms or pathologies.

Thus, it should be emphasised that such statistical models do not ‘understand’ the
images, documents or medical conditions per se. Rather, the data is pre-processed to
transform the input image, document or medical case (for example) into a suitable
representation as a set of (numerical) features amenable to statistical interpretation.27

Note too, that the term machine-learning algorithm concerns the manner in which the
features are interpreted by the statistical model rather than any semantic sequence by
which outputs are derived, as is the case with rule-based systems. Investigating the
reasons for a particular output involves understanding how features contribute to the
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model rather than following the model’s computational logic, which largely concerns
numeric processing.

Machine learning can be used for a number of problem types including classification,
transcription (for example, speech to text, optical character recognition), translation,
prediction, anomaly detection, noise/outlier reduction and the synthesis of new cases.28

Classification – the task, perhaps, of most interest to recordkeeping knowledge work
today – involves determining which of an a priori set of classifications apply to an input
case. Such classification can be binary (for example, is/is-not SPAM, perform/not-
perform medical procedure, preserve/destroy record), 1-of-N classes or multi-valued
(for example, work is on Subject X, record is covered by schedule M, image contains
elements A, B & C).29

The actual statistical mechanisms employed in such models are beyond the scope of
this article, but conceptually they are similar to the exercise of fitting a line to data
points as shown in Figure 1(a), whereby mathematical techniques are used to determine
a formula that best fits the data. The presentation of sample data to the machine-
learning algorithm for analysis and building of the model is termed training. In this
example, each training data point relates two features (say x & y) and the resulting
formula is a straight-line relationship that can provide a ‘best’ y-value for a new x-input.
In reality, there will typically be more than two dimensions: the feature vector will be
much larger, and the mathematics more complex.

If the sample data includes the target output so that the algorithm can determine the
‘formula of best fit’ – for example, the feature vector derived from a set of documents and
associated classification terms – then the training is termed supervised.30 The aim of the
machine-learning algorithm in this case is to learn how to match the supplied inputs to
the supplied target results. Once trained, the system – when presented with a new case
represented as a feature vector – runs the ‘formula’ developed during training against this
new numeric data and then translates the result back into the matching target result, for
example, matching a new document to classifications used in the training data.

A different kind of problem concerns modelling the structural properties of input
data – particularly if each input comprises many features. In this case, the sample data

Figure 1. Examples of fitting mathematical formulae to data points.
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is not labelled with the target results and such learning is termed unsupervised.31 An
example of unsupervised learning is topic-modelling, whereby features of the input
documents are analysed to discern clusters of similar text that are then interpreted as
topics against a standard vocabulary of terms. In the simple example of Figure 1(b), the
mathematical techniques are used to distinguish clusters of two-dimensional training
data points. Again, in real life, the feature vectors will have many more than two
dimensions.

An extreme version of this sort of system is IBM Watson,32 which was famously
trained on 200 million pages from 600,000 sources including encyclopaedias, diction-
aries, thesauri, Newswire articles, literary works and so on, to play (and win) the quiz
game Jeopardy.33

With statistical models, then, the domain expertise is embodied firstly through the
identification of a suitable representation and feature set, and secondly by preparation
of suitable training data. The preparation of quality training data (whether supervised
or unsupervised) that is germane to the specific task and problem domain, together
with the iterative processing and adjustment of feature weightings and other parameters
required during training to build the model, is a significant part of the effort and cost of
developing a machine-learning application. On the other hand, even though statistical
models may be more difficult to develop, debug and interrogate, they do provide a
built-in capability for reporting confidence in a given output. For example, outputs may
comprise ranked decisions or classifications, together with an estimate of correctness
leading to greater understanding of the meaning or relevance of results. This is
discussed in more detail below.

Deep learning models

One of the challenges in machine learning is the identification of features that directly
influence the output results. Often, such features are not found directly in raw data but
are higher-level abstractions. For example, facial recognition does not depend on the
nature of individual pixels in an image, but on features such as eye colour and
separation, jaw-line angle and so on. Manually identifying, extracting and weighting
such features can be very difficult,34 even for domain experts – particularly when
dealing with highly variable input data such as images or documents.35 Deep learning
systems, designed to classify patterns based on sample data,36 address this problem by
being able to extract features out of raw data; for example, from pixels in an image, or
words in a document.

Deep learning systems do this through multiple, highly interconnected layers of large
numbers of processors that abstract higher-order features from simpler ones at the layer
below – in effect, learning the abstract or complex features that may be discerned from the
data. Deep learning systems are most often implemented using neural networks, so-named
due to their implementation similarity to the brain’s structure of highly interconnected
neurons. For example, a simplistic deep learning neural network model may have an input
as an array of pixels, a first layer that detects edges given the pixels, a second layer that
detects corners and contours given edges, a third layer that recognises shapes given corners
and contours, and an output layer that labels objects.37
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Deep learning has been remarkably successful in solving problems in a wide variety
of domains.38 For example, Google has recently introduced deep learning algorithms
into its Internet search service alongside existing rule- and statistical-based models, and
has promoted the previous head of AI to the search portfolio.39 Nonetheless, deep
learning approaches have their drawbacks. As with statistical models, the application of
domain expertise in deep learning is relegated to the preparation of quality training data
and working with deep learning specialists to tune the models. The training of deep
learning models can be supervised or unsupervised as with statistical models, however
deep learning requires more training data than statistical models. For example, in 2016
it was reported that ‘a rough rule of thumb is that a supervised deep learning algorithm
will generally achieve acceptable performance with around 5,000 labelled examples per
category and will match or exceed human performance when trained with a dataset
containing at least 10 million labelled examples’;40 Google Street View’s recognition of
street numbers was initially trained on a set of 200,000 images;41 deep learning model
accuracy increases when training sets are increased from 1 million to 300 million
samples.42

Significantly though, deep learning systems may be even harder to develop, tune and
debug than other types of automation due to their opacity. The ever-increasing number
of layers (hundreds) and nodes (millions) of deep learning systems,43 together with
their complex interconnectedness and parameters, result in ‘black box’ systems with
workings that are difficult to interpret.44 Despite the success and ubiquity of deep
learning systems, the extent of this significant issue is being recognised and its effects
slowly being addressed from social, methodological and technological perspectives.45

An even greater problem is that contemporary deep learning systems can be very brittle,
particularly when dealing with textual data.46 However, research suggests that, given
enough training data, this second issue may be solved over time.47

Applying AI to recordkeeping

Given the above taxonomy of AI techniques, how may they be applied to recordkeeping
knowledge work? AI systems have the potential to automate processes such as classi-
fication and disposal, and some academic research has been performed in this area.48

Simple rule-based triggers may be used to automate records closure scheduling within
an EDRMS.49 More complex AI is also being used for textual classification and analysis
in the digital humanities, for example the work done to explore the Irish Ryan Report of
the Commission to Inquire into Sexual Abuse.50 There are also commercial records
management products available that use machine learning, such as auto-classification,
aimed at improving recordkeeping knowledge work.51 A notable initiative has been
reported by the National Archives, UK regarding the exploration of technology that
could assist with born-digital records collections in appraisal, selection and sensitivity
review processes when transferring records. This trial focused on eDiscovery tools
(software designed for the discovery or disclosure of digital information for the
purposes of lawsuits).52 The report concludes that eDiscovery software can assist and
support government departments during appraisal, selection and sensitivity review as
part of digital transfers. Beyond these examples, however, the literature is rather thin on
the ground, and there are few clear success stories being trumpeted.
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Perhaps barriers to the uptake of AI technology for recordkeeping knowledge work
include:

● A lack of compelling case studies – maybe this is the hype-cycle effect, but while
commentary abounds,53 there are not many real-world examples within the aca-
demic or professional literature.

● The cost and time needed to configure machine-learning solutions – in particular,
developing large, clean and labelled training and testing sets of data (once trained,
systems require testing on different data before being applied in production),
especially as changes occur over time.54 The need for large datasets and sufficient
computing resources could also be barriers, especially with smaller organisations.

● The difficulty of integrating the technology with complex human-oriented tools
such as retention and disposal authorities. When applying these authorities to
sentence records for retention or disposal, familiarity with the content of records
and knowledge of relevant contexts is essential.55 Some classes require deciphering
what is a ‘significant’ or ‘major’ record from a class of records. Common sense also
plays a part in sentencing records. Retention and disposal authorities are often
written to be format neutral, but are they really?56

● The heterogeneity of recordkeeping data (and metadata) across files, series, collec-
tions and institutions that presents difficulties in generalising automation initia-
tives (see below).

If ‘a proper machine learning application is built combining access to data, access to
domain expertise and access to the data scientists who developed the algorithms’,57 it may
be no wonder that there has not been much progress in our field. While recordkeeping
institutions certainly have the data – even if not cleaned and labelled in a format for AI
training – perhaps it is direct connection to the data science sector that is lacking.

Asking the right questions

Another problem may be in the difficulty of posing the right questions; framing
system requirements in a manner that is amenable to solution by AI. Consider for
the moment, a ‘simple’ binary classification for the appraisal/sentencing process –
keep or destroy? Due to the complexity of automating the understanding of context,58

perhaps the negative question is easiest: what is definitely not a record of value? The
consideration of context to answer the affirmative version of the question is much
harder to frame as a representation – take for example, the two-word ‘well done’ email
from the Iran/Contra scandal of the 1980s.59

Further, there is the brittleness mentioned above. The no free lunch theorem articu-
lates limits to the portability of current AI models,60 even to ostensibly similar datasets.
Egregious examples of the impact of biased or off-the-mark image training data include
embarrassingly offensive labels for images of African Americans applied by Google, or
sexist labels assigned by Microsoft and Facebook.61 Perhaps, even a binary classifier AI
model developed for one context may not be applicable to another domain (even one
that is seemingly close), and we need to be vigilant for introduced assumptions, bias or
errors if we suffer scope creep or subtle changes in context.62
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Classification of material into 1-of-N classes (for example, schedule class IDs) is
more complex still.63 Some natural language processing (NLP) work has been done as
part of the Bitcurator-NLP project, which aims to ‘develop software for collecting
institutions to extract, analyze, and produce reports on features of interest in text’.64

Similarly, some work has been performed on the extraction of simple bibliographic
metadata from highly constrained information sources.65 However, the generation of
recordkeeping metadata for responsive, dynamic documentation, sentencing and access
may require complex, interdependent, multi-stage, deep learning algorithms that
remain still within the realm of fundamental AI research.

Cloud services

While there are freely available tools, engines and systems for AI development and
execution – from rules engines to deep learning neural networks – the hardware
requirements for AI solutions could be off-putting for institutional use. Depending
on the application, the run-time hardware requirements can be quite modest (for
example, the facial recognition feature in camera phones) but the training of the system
can take considerable resources, particularly in the case of deep learning systems. For
example, at the high end are systems such as IBM’s Watson, comprising 90 servers in 10
racks totalling 2880 cores and 16 TB of RAM,66 not to mention the engines that run
Facebook, and Google’s services. Of course, workloads that are more modest would
require less computing power. Interestingly, though, it turns out that the type of
graphical processing unit (GPU) hardware that has evolved to support intensive
graphics processing on desktop and even portable computers (for example, for gaming,
animation or video effects) is equally applicable to AI workloads due to its ability to
perform parallel mathematical operations.67 The wide availability of such hardware at
consumer pricing has meant that AI techniques can start to be cost-effectively achiev-
able at the scale necessary for acceptable performance and results.

Particularly in the case of deep learning, however, institutions may elect to avail
themselves of cloud-based platforms for AI systems development and deployment –
though at some risk for data governance (see the NSW State Archives case study
below). Most of the larger vendors of cloud services such as Google, Microsoft,
Amazon, IBM, Oracle and so on provide AI development and deployment platforms
as part of their cloud-computing service offerings with a range of pricing and perfor-
mance options. There are also a number of contender start-ups that provide more
tailored platforms for vertical markets.

Measuring results

Finally, it is worth discussing the ways in which success (or otherwise) of an AI
initiative may be measured. Perhaps the simplest measure is an accuracy metric, for
example: ‘determinations are 85% correct when compared to human results’. Such a
metric should be attainable from straightforward measurement of results. It is worth
pointing out that human accuracy rates are rarely 100%,68 and so a realistic accuracy
threshold informed by real-world human performance should form the basis for AI
system design and/or evaluation. Accuracy (and indeed the other metrics described
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below) should be determined for data in the training set (how well the model fits its
training data) as well as for data in a testing set (how well it deals with data that it has
not seen before).69

It is also useful to understand how such an accuracy figure is determined –
particularly the incidence of Type-I (false positive) and Type-II (false negative) errors.70

Perhaps, in recordkeeping, when determining what to preserve, a Type-I error (that is, a
record retained when it need not be) is less egregious than a Type-II error (that is, a
required record is destroyed)71 and so, perhaps, accuracy for both cases should be
reported. The metrics from information retrieval can be applied here, with measure-
ment of precision (the proportion of returned results that are ‘correct’) and recall (the
proportion of ‘correct’ results that are returned)72 providing insight as to how well the
system is performing.73 Sometimes this is expressed as an F1-Score, this value being the
average (harmonic mean) of the precision and recall measurements.

Additionally, many statistical (and some deep learning) algorithms can provide
confidence levels of their outputs. Rather than absolute numbers, an indication of
coverage can give additional insight to the meaning of measures related to recall and
precision figures. Coverage relates to the proportion of decisions (or outputs) that are
obtained at an acceptable level of confidence.74 For example, the Google Street View
project described above achieved 95.64% coverage at 98% accuracy (with 98% being the
performance of human operators).75 The ranking of candidate outputs may also help in
understanding the confidence level of outputs and their alternatives.76

Australian initiatives

Having provided a brief background to the field of artificial intelligence and some con-
siderations for its application to recordkeeping knowledge work, we now present four case
studies from state and national institutions that highlight some current initiatives.

Public Record Office Victoria – machine-assisted email appraisal, Proof of
Concept

The first case study concerns how Public Record Office Victoria (PROV) is tackling the
problem of email appraisal. Email plays a crucial role in how organisations exchange
ideas, and enact and document decisions. The volume and unstructured nature of email
makes its management, disposal and sensitivity review difficult. IBM’s Lotus Notes (LN)
product has been used across Victorian Government to manage email since the mid-
1990s. Over 20 years of routine backups have resulted in an unwieldy backlog amount-
ing to 67,000 tapes and 28 petabytes of content. This backlog can no longer be
efficiently queried to respond to requests for information – compromising the
Government’s reputation for transparency and accountability.

The approach – eDiscovery
The purpose of the Proof of Concept (PoC) project was to explore the use of an
eDiscovery tool to appraise large volumes of email. eDiscovery tools are used to per-
form Technology-Assisted Review of documents for legal purposes, using a variety of
rule-based, statistical models, and deep learning techniques in order to ‘find as nearly all
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of the relevant documents in a collection as possible, with reasonable effort’.77 This is an
example of binary classification described earlier.

While eDiscovery approaches have been used elsewhere in recordkeeping contexts,
this PoC was unique in its combination of the Nuix tool,78 volume of data (1.5 TB) and
focus on the email file format. To deliver the PoC, PROV worked with a partner agency
in order to obtain both a meaningful sample and valuable input into the development of
the appraisal criteria. Collaboration with a technical consultant was also vital to gain the
required skills to apply and configure the eDiscovery tool’s functionality. The approach
was iterative, with this first stage run over six months with minimal staffing and
computing outlay.

Out of the box, Nuix was used to perform:

● technical appraisal, to better understand the composition of the dataset (custo-
dians, format, volume, creation date and so on); and

● de-duplication, applying an MD5 hash to tag identical emails (roughly 40% of the
4.6 million emails in the dataset were found to be duplicates).79

To find emails worth retaining, three approaches applied with Nuix were tested on
the dataset:

(1) Positive – to identify valuable emails. Search terms comprised:

(a) partner agencies’ role definitions;
(b) action verbs/objects; and
(c) function/activity terms.

(2) Negative – to identify low-value emails:

(a) emails from non-relevant addresses and domains were excluded.

(3) Macro – to assess and apply additional metadata to the emails according to their
functional contexts, utilising organisational charts to understand the roles of email
creators.

The positive approach identified 93% of the de-duplicated emails as business-related
records (albeit withmany false positives). The negative approach identified 7% of the emails
as non-records – possibly indicating high precision but lower recall of this negative case.

Results
The project team concluded that the lowest-risk/highest-benefit approach was a multi-
layered approach comprising:

● de-duplication to reduce the volume of email;
● identification of non-valuable emails with the Negative approach; and
● identification and application of additional metadata as part of the Macro
approach.
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The PoC demonstrated that the Nuix eDiscovery tool could effectively be used to
reduce the volume of email needed to be analysed by PROV for appraisal. It also
showed that a technology-assisted workflow could enhance the manageability and
discoverability of email that had previously been difficult to process from within
historical LN file formats and backups.

The tool can also be used to perform appraisal tasks and detect the presence of
sensitive and protected information. However, it is not a completely automated solu-
tion; as with traditional appraisal, a knowledge of the business and its functions was
critical in constructing meaningful searches, as was manual sampling to assess accuracy.
Looking forward, the tool could be run periodically to prevent further backlogs
occurring; applied over a broader range of documents, that is, shared drives and
other repositories; and used to explore more automated, AI approaches to appraisal.

NSW State Archives and records

The second case study documents a NSW State Archives (NSWSAR) internal pilot that the
Digital Archives team conducted in November and December 2017.80 The goal of this pilot
was to apply off-the-shelf machine-learning software to the problem of classifying a corpus
of unstructured data against a retention and disposal authority. The main aim was to test
machine-learning algorithms on a corpus of records that had previously been manually
sentenced against a disposal authority. With what level of accuracy could multi-valued
classification be performed to automatically match the corpus against the same disposal
classes?

Preliminary set-up
The internal pilot was constrained by limited resources and there was no specific budget
for the project. However (and very fortunately), an ICT graduate placement was
available who had recent university experience in machine learning. To identify suitable
technologies for the pilot, the project team investigated low-cost, off-the-shelf solutions.

The first product explored was Microsoft Azure’s cloud-based AI and Cognitive
Services. This platform has pre-built algorithms and classifiers and a great interface: the
‘Machine Learning Workbench’. Although this option looked very promising, it ulti-
mately had to be ruled out for this project because of uncertainties about the retention
and management of data submitted to the platform. While many Microsoft Azure
services are available locally in New South Wales, AI and Cognitive Services were
only available on offshore servers.81 Interestingly, since the pilot was conducted
Microsoft Azure Cognitive Services’ terms and conditions of agreement have been
updated with changes that are now more aligned with other Azure storage services
and would now be acceptable.

However, at the time of the pilot, these conditions meant that a risk assessment was
required to meet the requirements of Transferring Records out of NSW for Storage with
and Maintenance by Service Providers Based Outside of the State (GA35).82 Key steps in
this assessment included ensuring that records stored on the service would be managed
in accordance with the State Records Act 1998 (NSW) and standards and also vetting
contractual arrangements to ensure that ownership of the records was retained by the
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State and that, once the project concluded, all records would be returned – see Storage
of State Records with Service Providers Outside of NSW.83

Because the internal pilot involved a corpus of closed records that had been transferred
as State Archives, and because the project time-frame precluded a more detailed risk
assessment (that may have involved following up with vendors for more detailed informa-
tion and clarification and/or seeking legal advice), the project decided against any cloud-
based solution and looked instead for off-the-shelf software that could be run locally.

The project quickly settled on scikit-learn,84 a free and open-source machine-learn-
ing library for the Python programming language. This is a simple and accessible set of
tools that provide a wide variety of rule-based, statistical models, and deep learning
algorithms. Like Microsoft’s Cognitive Services, scikit-learn includes pre-built classi-
fiers. The decision to avoid cloud-based services raised the question of finding sufficient
computing power to train and run the various AI test cases. Fortunately, the project had
access to a high-powered machine for this purpose.85

The corpus
The records that were chosen for the internal pilot had been transferred to the Digital
State Archive in 2016 by a central government department. This corpus was unusual in
that it contained a complete corporate folder structure extracted from an Objective
EDRMS. The full corpus comprised 30 GB of data, in 7561 folders, containing 42,653
files; no disposal rules had been applied to the files. In a joint effort with the department
the corpus was manually sentenced (at a folder level) against the General Retention and
Disposal Authority Administrative Records (GA28),86 resulting in a total of 12,369 files
Required as State Archives.

The following options were considered for the internal pilot:

● Apply all Required as State Archives classes from GA28 (75 in total). Folders that
didn’t fit these classes would remain unclassified.

● Apply the subset of Required as State Archives classes that had been manually
identified in the corpus (23 in total). Folders that did not fit these classes would be
excluded from the corpus.

● Apply all of the GA28 classes (686 in total). This would require a complete test of
all folders.

● Pre-treat the corpus by removing all folders which would be covered by Normal
Administrative Practice (NAP), for example, duplicates or non-official/private records.

The decision was made to pre-treat the corpus and remove all folders which would
be covered by NAP and to take the subset of 12,369 files that were identified as being
Required as State Archives, which used only 23 classes of GA28. Further manual
preparation of the subset involved assigning the classification from the folder level at
the level of the individual files. Refer to Table 1 for details.

Text-extraction steps
Text extraction. To be usable, the documents chosen for analysis need to be easily text-
extractable. This was to ensure performance and ease of conducting further text
manipulation later in the project. Only 8784 of the 12,369 files which were classified
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as Required as State Archives were selected for use because their file types allowed
simple text extraction. After sorting the sample set, a Python program using various
libraries was developed to extract text from PDF, DOCX and DOC file types. The text
that was extracted from documents was then placed within a single Comma Separated
Value (CSV) file. The CSV file was divided into three columns: the file name (unique
identifier), classification (GA28 class) and lastly the text extract.

Data cleaning. A very basic approach to data cleaning was taken. The following filters
were applied: removal of document formatting; removal of stop words; removal of
documents that are not required; and conversion of all letters to lower case.

Text vectorisation and feature extraction. Text vectorisation is the process of turning
text into numerical feature vectors. For this pilot, the Bag-of-Words approach was used for
text vectorisation. Bag-of-Words is a simple model that disregards the location of words
within documents but instead focuses on presence and frequency of individual words and
considers each unique word as a feature. This approach can represent any document as a
fixed-length vector corresponding to the set of unique words known as the vocabulary of
features. Each position for the unique word in the feature vector is filled by the frequency of
the particular word appearing in that document, thus creating a document-term matrix
that describes the frequency of terms that occur in a collection of documents.

For example, suppose a vocabulary includes the following words:

● brown, dog, fox, jumped, lazy, over, quick, the, zebra
Then, given an input document:

● the quick brown fox jumped over the lazy dog
The resultant feature vector is shown in Table 2.

One issue with using simple word frequencies in feature vectors is that some often-
recurring words with large frequency values may not be meaningful to the vector repre-
sentations of documents. An alternate metric, Term Frequency Inverse Document
Frequency, works by calculating the term frequency (frequency of a particular word within
a document) and then multiplying it by the Inverse document frequency.87 This helps
decrease the weighting of words that appear too frequently in the document set in favour of
unique or unusual words.

Table 1. Breakdown of the NSW corpus.
Dataset No. of files

Complete corpus 42,653
NAP (Normal Administrative Procedures) 25,643
Corporate file plan 17,307
Required as State Archives 12,369
Usable sample set: Required as State Archives and suitable format 8784

Table 2. Example feature vector.
brown dog fox jumped lazy over quick the zebra

Document 1 1 1 1 1 1 1 1 2 0
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Classification
The project elected to compare two widely used machine-learning classification algo-
rithms against the test data: Multinomial Naïve Bayes and the Multi-Layer Perceptron.

(1) Multinomial Naïve Bayes (MNB) is a statistical model algorithm that is part of a
family of simplistic probability-based classifiers. This classifier is based on Bayes’
theorem, which strongly assumes independence between features.

(2) The Multi-Layer Perceptron (MLP) is a form of deep learning network that may
be used for classification or regression.

Both cases employed supervised learning for training their models.
Two versions of the corpus were used with each of the algorithms: a cleaned version

and an original version. The corpus was split 75%/25% for training and testing data. To
begin with, 75% of the pre-classified Required as State Archive content was used to
train each algorithm. Once trained, the same algorithm and model was used to process
the 25% test set and obtain classifications that were then compared with the original
manual sentencing determinations.

Results
The results from the four cases (clean/original corpus, MNB/MLP algorithm) are shown
in Table 3, which includes the feature vector size, the training time, the accuracy
measure and the F1-Score for each case.

The resulting statistics indicate that the Multi-Layer Perceptron algorithm with
cleaned data was the most successful, with a maximum of 84% success rate in the
test portion of the corpus. These results suggest that this technology is capable of
assisting with the classification and disposal of unclassified, unstructured data.
While 84% is probably not yet human-level accuracy (though the actual human
accuracy rate in this case is not known), this was a good result given that it was
obtained from a comparatively brief pilot, and simple models comprising approxi-
mately 100 lines of code. In particular, the corpus used was manually sentenced at
folder level with only a sampling of individual documents, whereas the model was
able to sentence directly at document level more quickly. However, the dependency
of the result on the accuracy of representation and training should be emphasised,
as any error or bias introduced into the training data during sentencing will only
increase in the model over time.

Table 3. NSW results.
Multinomial Naïve Bayes Multi-Layer Perceptron

No data cleaning Cleaned data No data cleaning Cleaned data

Features: 5000 Features: 5000 Features: 5000 Features: 5000
Accuracy: 65.4% Accuracy: 69% Accuracy: 77% Accuracy: 82.7%
F1 score: 0.624 F1 score: 0.648 F1 score: 0.767 F1 score: 0.812
Train time: 109ms Train time: 108ms Train time: 2m 23s Train time: 2m 43s
Features: 10,000 Features: 10,000 Features: 10,000 Features: 10,000
Accuracy: 64% Accuracy: 68% Accuracy: 78% Accuracy: 84%
F1 score: 0.622 F1 score: 0.638 F1 score: 0.777 F1 score: 0.835
Train time: 111ms Train time: 109ms Train time: 3m 28s Train time: 4m 02s
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National Archives of Australia

The third case study is a research project at the National Archives of Australia (NAA) to
investigate how to create and issue disposal and retention authorisations in a format that
supports digital business in the Australian Government. Currently the National Archives,
as withmany other archives around Australia and throughout the world, issues general and
agency-specific records authorities that document retention and disposal decisions. These
traditional archival tools were designed within and for a paper-based environment and with
the intent that humans execute any decisions. Truly digital disposal authorisations should
enable records creators to automate such decisions and allow digital systems that manage
information to execute them with the minimal involvement of humans.

Since 2015, a team of four has been working part-time on this project, learning
throughout the process. Several consultants and vendors were engaged at different
times to run workshops, which helped the team to become familiar with available
technology and to test theoretical and methodological approaches to appraisal. The
Archives team looked into entity and automated metadata extraction, semantic analysis,
taxonomy and ontology building, and linked data approaches. Work done internation-
ally, by W3C on the PROV Data Model and by the International Council on Archives
on ‘Records in Contexts – Conceptual Model’,88 has also stimulated the thinking of the
team.

The first stage of the project resulted in a conceptual model and semantic analysis of
the disposal authorisations. The schema is represented in xml and contains many
elements similar to the existing retention and disposal schedules in that it comprises:

(1) A header with contextual information about the disposal authorisation and
government agency or agencies to which they are issued.

(2) Functions at the highest level of business, establishing the context for the records
created to document and support associated activities.

(3) Disposal classes and, within those, criteria which would, theoretically, allow
automated linking of a record with the appropriate disposal class and action.

These criteria would be composed of the so-called test groups and some work has been
done to analyse the language used in formulating these in current disposal classes.

The next step will be to test these theoretical assumptions in practice on the National
Archives’ own core business records authority, which is more than 10 years old and is
due for revision. With advice from specialists in machine learning and artificial
intelligence, the project will test and either demonstrate or disprove the validity of
our assumptions. The project expects to evaluate the creation and implementation of
various types of machine learning, including auto-classification, clustering, and index-
ing tools. It is expected that this stage will be a pilot for a future digital approach to all
agency records authorities.

The Australian Government Department of Finance

The final case study is an ongoing PoC project led by the Australian Government
Department of Finance (DoF). This is a 12-week research initiative that began in
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February 2018 to test the application of microservices architecture and linked data
technologies for automating records management. In this instance, it will attempt to
capture data from an agency’s email server.

We intent to create prediction models that will automatically identify the ongoing
business value of the captured email data and to interlink these records using features
from the Australian Government Records Interoperability Framework.89 The captured
data will be classified against retention schedules. Testing of the classification results
will be performed by Agency records managers, who will confirm that the correct
disposal classes have been applied.

It should be emphasised that this is a research initiative leading to a demonstration
of the PoC system. We expect that the market will provide any future records-manage-
ment solutions for government.

Implementation
The pilot agency’s business activities and existing records will be analysed and user
stories that describe the processes and information artefacts associated with the busi-
ness will be identified.

These user stories will drive the modelling of the pilot agency’s business, resulting in
reusable machine-and-human-readable artefacts that can be used by the demonstration
services to categorise and support discovery. We expect that this modelling will be able
to be extended as needed, with the products created as features of the demonstration.

The microservices will be deployed on Amazon Web Services, and will have a ‘light
touch’ interaction with pilot agency’s Exchange server and Office instances. This light
touch will include a web interface for performing tasks such as discovery and access to
records for use by general users, as well as the ability to support management activities
for agency records managers. The use of microservices means that it is possible to
compose new services from microservice components should there be a need for a
service that was not in the original demonstration scope.

The demonstration system will be based on the following technologies:

● Netflix open source technology stack for microservices;
● Big data technologies such as Apache Spark and Scala for machine learning;
● Facebook open-source technology REACT.js for user interface implantation; and
● Amazon Web Services for cloud service provision.

Conclusion – AI in the archive

Anecdotal evidence, together with these case studies, suggests that there is significant
interest in the area of AI technologies and applications that will impact on and produce
benefits for recordkeeping knowledge work. While AI promises efficiencies in the
support of digital appraisal, documentation and disposal, it appears to be an emerging
capability and certainly not a production-ready ‘silver bullet’. However, AI has arrived
in our field and it will produce profound changes in our working environments in the
years to come. Perhaps this is a symptom of the ‘hype-cycle’ effect that is also known as
Amara’s law: ‘we tend to overestimate the effect of a technology in the short run and
underestimate the effect in the long run’.90
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What the case studies highlight is that the introduction of AI technologies requires
effort and, depending on the goals, may require significant groundwork. Both PROV
and NSWSAR found that data preparation is necessary, for example data cleaning, de-
duplication,91 developing toolchains and workflows. Toolkits such as those assembled
by the Bitcurator Consortium or those described by Spencer may play an important role
here – firstly, in the identification and preparation of suitable training and test data and,
secondly, as a pre-processing step for data in the automated workflow.92 Moreover, the
NAA determined that archival processes themselves might need to change in order for
technologies to enhance description, discovery and interoperability of archival informa-
tion. Similarly, the DoF initiative has determined that fundamental analysis and rede-
sign of a flexible microservices architecture is necessary for delivery of their services.

The NSWSAR case study, in particular, highlighted the necessity to adequately
resource such initiatives: not only in terms of large training sets of classified data to
achieve results over the test data, but also having sufficient computational power on
local machines to process the model. That project also highlighted the potential risks in
using cloud services, especially around issues of personal privacy of individuals and
legal ownership of the data being processed – as well as the rapidly evolving nature of
such services. Perhaps a first step when contemplating such an initiative is to prepare
for the introduction of AI as described by Carlton Sapp.93

Importantly, it is apparent that there is a need to develop an understanding of AI
concepts within the profession to ensure that recordkeeping needs are met into the
future. Archivists need to take advantage of the opportunity presented by the emer-
gence of this suite of new technologies to explore the potential of AI and to expose
achievements and learnings to the broader professional community. As with the impact
of earlier technological waves (data modelling, Web, Semantic Web and so on) on our
profession, such retraining will be necessary to mitigate the knowledge and skills gap
that is beginning to emerge between those information managers and archivists who are
familiar with such concepts, and those who are not.94

To digress sightly, such familiarisation is also important from another standpoint.
The opacity of AI algorithms directly impacts the kind of recordkeeping that may be
performed in relation to transactions driven by such technologies. Certainly, the out-
comes of decisions may be recorded but, crucially, not the detailed rationale for such
decisions that form part of business documentation. The design of infrastructure using
AI technologies needs to incorporate adequate recordkeeping or the current crisis will
be exacerbated.95 If we are to contribute to discussion about AI and recordkeeping we
need to be informed and preferably experienced in AI techniques, to counteract
technological arguments for non-compliance. Significantly, this also applies to our
own housekeeping. In order to meet the documentation requirements for our own
records – such as those described in ISO 23081 – we will need to understand how to
deploy AI that contributes to documentation of recordkeeping business.96

Our goal should be good recordkeeping and to achieve it we must move with and
learn new technologies. We must use them to achieve efficiencies where they are
available and ensure that the accountability of our systems and processes is not
compromised. We may be human, but the AI discussion has begun, and we all need
to join in.
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